MATH3091: Statistical Modelling 1l

Problem Sheet 4 (Solution)

1. Suppose Y ~ Exponential(\), with p.d.f.

fy(ysA) = Ae Y,

for y > 0 and A > 0. Show that the exponential distribution is a member of the
exponential family, and hence find E(Y'), Var(Y'), and the variance function V(u).

Solution: We have

fy (i A) = Ae ™ = exp (=Ay + log A) .

This is of exponential family form, with 6 = —\, b(0) = —log A = —log(—0), a(¢) = 1 and
c(y,¢) = 0.

So
E(Y) = 1/(6) = - (~log(~0)) = —5 = 1 =1,

Var(Y) = a(¢)b”(6) =1 x 4 (=0 1)=0"72=)"2,
and the variance function is
Vi) =072 =[—p']> = p®.
2. Suppose Y ~ Geometric(p), with p.d.f.

fy(ysp) =p(1—p)¥ 1,

for y € {1,2,3,--}, p € (0,1). Show that the geometric distribution is a member of the
exponential family, and hence find E(Y'), Var(Y'), and the variance function V(u).



Solution: We have
fy(y;p) =p(1—p)¥!
= exp (logp + (y — 1) log(1 —p))

= exp (ylog(l —p) + log . ﬁp) :

This is of exponential family form, with § = log(1 —p) (so p = 1 — €?),

b(0) = —log (ﬁp) — —log (1 ;9€9> = —log(e? —1),

a(¢) =1 and c(y, ¢) = 0.
So

, d - e? 1 1
E(Y)=b (9):@(—log(e 0-1)) = e il :];:u,
p d 1 e? 1—p
Var(Y) = a(8)b"(0) = 1 x = (1 _69) -
and the variance function is
ef 1—pt
Vip) = = =p(p—1).

(I—ef)? (1)

3. What is the canonical link function for the exponential distribution (Q1)? What about
for the geometric distribution (Q2)?

Solution:

For the exponential distribution, we have b’(0) = —0~! = p, so the canonical link is
g(p) =0 Hp) = —pt.

For the geometric distribution, we have b’(0) = (1 — )1 = u. Solving for 0, we find
1—ef =pt.

So
0 =log(l—p'),

and the canonical link is
g(p) = b (u) =log(l —p ).



4. Suppose that Y;, i = 1,---,n, are independent Poisson(y,) random variables, that x; is
an explanatory Varlable, and that

log p; = By + Ba;.

a. Write down the log-likelihood function of ; and [, explicitly. Hence, derive a
pair of simultaneous equations, the solution of which are the maximum likelihood
estimates for 3 = (3y,35)".

b. Express the above model in terms of n = X3, where X is the appropriate n x 2
matrix.

Solution:

a. We have
pi = pi(B) = exp(By + Bax;)

and the p.d.f. for the i-th observation is

Mz 6 M’L
f (y1,7/’L7,) yZ' *

The likelihood is

The log-likelihood is

n . io—Hi(B) n n n
() =log | M(ﬁ):fu = y;logp(B) =Y mi(B) = logy,!.
3 vt =1 =1

i=1

Differentiating with respect to 3;, j = 1,2, gives

0 - 0 0
7€(ﬁ) _ Z yz Mz Z lu”L
08,

= (B
where o,
651 = exp(fy + Bo;) = 1;(B),
and 5
55 = TP+ faw) = wun(B).
So

0

%f( )= Z% - Zﬂi(ﬁ) = Zyz - ZQXP(51 + By;)
1 i=1 i=1 i=1 i=1



and

aiﬂ(ﬁ) = Z LiY; — Z T (B) = Z TiY; — Z z; exp(By + By;) -
2 i=1 i=1 i=1 i=1

So the MLE § = (3,,3,)" satisfies

n

ZGXP(/él + Bz%) = Z?/z

i=1 i=1
and

Z z,exp(fy + Byz;) = Z Yy -
- i—1

=1

b. Let n = X3, where

1 z
X — 1 =z,
1 =«

then Y, ~ Poisson(y,;), where p; = exp(n;).



